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A duality theorem of Heathcote exhibiting a relationship

between first passage times of the queue len qth in the Gu M /i

queue and the busy period of Its dual M/G/l q4 eue is genera lized

to the phase type queues GI /PH/l and PH/GIL The phase type

distributions include a number of well -known models such as

generalized Er lang and hyp er -exponentia l as speci al cases and

form a versatile class with a number of interestin g closure

properties.
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1. Introduct Ion

The p rob l em , d i scussed i n th i s pa per , arose i n th e co nt ext

of a larger investigation into the nature of the busy period of

su bc lasses  of the GI /G/l q ueu es , wh i c h are denoted by th e

symbols PH/G/l and GI/PH/1 and which are defined below. We

attempted l.a. to generalize the well - known duality result of

Heathcote [2], which relates the limit distribution of the times

be tween po i nts of Increase for th e max i mum queue l en gt h p rocess

in the GI/M/l queue to the distrib ution of the busy period of

the dual M/G/l queue. This result implies in particular that

i n an uns ta b le GI /M/l queue th e max i mum queue len gt h process

grows approximately like the counting process of a renewa l

process.

The duality theorem of Heathcote carries over to the GI/PH/ l

and PH/G/l queues , but the technical difficulties of the proofs

are su b s tan tia lly grea ter than i n [2]. Several  deeper p ro per ti es

of th e ma tr ix trans forms used i n t he s tudy o f these q ueues are

needed , and the methods of the present paper may be of

Independen t interest. Our main theorem implies in particular

that the maximum queue length process in an unstable GI/PH/l

queue grows approximately lik e the counting process of an

app ropriately defined Markov renewal process.

2. Phase Type Distributions and Phase Type Ren ewal Processes

a. Phase Type Distributions:

A (cont inuous) prob_abi l ity distribution of phase type ,

introduced by M. F. Neuts [4], is any continuous probability
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distribution on [O ,u~) which Is obtainab le as the distri bution

of the time till absorption in a continuous-time finite state

space Markov chain with a single absorbing state into which

absorption is certain. The class of such distributions includes

a n umber of well - known particular cases such as generalized

Erlang and hyper -exponential (i.e., a mixture of a fini te number

of exponentials) distributions and due to its interesting

closure properties [4] constitutes a versatil e class with

propertie s especially useful in the algorithmic solution of

sev eral queueing models (c.f. references in [5] and [8]).

To be specific , cons ider a Markov chain wi th state space

{l ,... ,m ,m+ l }, Initial probability vector (ci ,am+i ) and
infinitesimal generator

rT T01
Q 1

L~ °J
a w here ~~~~~~~~ ,a) , I is a non -sin gular mxm matrix with T~~<O

and  I~~�O for iy~j, and 1°>P. is an rn-vector satisfying Te+T°=O

with e =(l , . .. ,1). For suc h a Mar kov ch ai n the p roba b ilIty
distribution of X , the time till absorption in m+l , is given by

the c.d.f.,

H(x)=l -c*exp(Tx )e , x~ O (2.1)

Defin ition 2.2: Any probability distribution H(.) obtained as

above is called a Phase Type Distribution (p 9-distribution) , and
the pair (a ,T) is a representation of H(.).

Remar k: To avoid uninteresting complicat ions , In the sequel we

shall assume ‘~m+ l ° so that H (•) does not have an atom at 0.

L ~~~~~~~~~~~~~~
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Example 2.3: The generalized Er iang distribution which is the

convolution of rn Independent exponential distributions with

para m e ters , say, U l I • • • I L l m respec tively has representation

c~~(1 ,O ,. . . ,o)

~~l LI 1 0 ...

T =  
-u 2 u 2 ... 0

Exam ple 2.4: The hype r-ex~p~one nt Ia l distribution which is the

mixture of m exponentials with parameters , say, has

a representation T=d i a g (_ L 1 i .. .~ _ LI~ ) with the components of a

giving the respective mixture ratios.

b. Renewal Processes of Phase Type:

Eac h time the Markov chain Q becomes absorbed in the state

(m+1), restart it by performing a multinomial trial with possible

ou tcomes l,...,rn and proba bi li ti es c
~1 , ...I

am to pick a new

“I nit ~ ’l state ” . Considering each absorption into the state rn+ l

as a renewa l, w e o bt a in a renewa l p roc ess for w hi ch th e t i me

between any two successive renewals has c.d.f. H (.), the PH-

distribution given by (2.1). Such a renewal process is called a

Renewal Process of Phase Type (PH-renewal process) (Neuts [5)).

The above procedure also constructively defines a new Markov

chain with state-space (l ,...,m }, in itial probabil ity vector a

and in f in itesimal genera tor Q*mT+T°AO , where A ° =d iag( cti,. ..,czm )

and T0 .(10 ,...,T 0 ) .  This Markov chain describes the “phase ” of

the system and is of considerable importance. In [4] it is
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shown that one ma y, without loss of generality, assume that the

representation (ci,T) of H(.) is so chosen as to make Q*

irreducib l e , and we shall henceforth assume that this is indeed

the case.

We let ! denote the stationary probability vector of the

Mar kov c h a i n Q* , I.e., the unique (strictly positive) vector

satisfying ~Q*=O , ee~ l. It may be easily verified that O= -Xcz T~~ ,

where X~~ =-QT 1 is the mean of H(.).

The mxm matrices P ( v ,t ) ,  v~O , t~ O , defined in [5] are such

that the entry P~~~(v~t ) i s the con d it ional probability, given

that the Initial phase is j, that at time t+ , the Q* _ cha in Is in

state j’ and that v renewals have occurred in (0 ,t ]. It Is

known [5] that these have generating func tion
def

~(z ,t) = ~ z~’P(v ,t)=exp [(T+zT0A 0)tJ, ~zI~ l , t~ 0 .
V 0

We also recall [6] that , under the assumption Q~ is Irreducible ,

the matrices P(v ,t), v~ l , t>0 , are all strictly positive.

Fur th er , it may be easily seen that P11 (0,t)>0 for all t~0,

l~ i~ r n .

3. The Phase Type queues

a. The GI/PH /l Queue:

Cons ider a GI/G/l queue in which the service time c.d.f.

H(.) is of phase type with representation (a ,T ) and where t he
inter -arrival times are I.i.d. , with a non -degenerate probability

distribution F(.). Such a model , denoted by GI/PH/ l , has been
discussed In detail by Neuts [6], an d for la ter use we quot e th e
following results.
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Let 
~n 

denote the epoch of the n-th a rrival, the size of

the system at and the phase of the service at t ,~+ . Then

~n
1J n 1 t n T n_ l h n> 0), where t

0
•t defines a semi-Markov

sequence with state space (l ,2 ,...}x {l ,...,m )~ [0,s.) and transition

j matrix ~(x) given by

B0 (x )  A 0(x) , . .  . . .

B 1 ( x )  A 1 (x) A 0(x)

~(x) B2(x) A 2(x) A 1 ( x )  A 0(x) . . . ,

where ,
x

A n /P(fl t)dF(t)
~ 

n~0, x.0,
0

w

~ !P(v,t)dF(t)A°° , n~ O~ x~O ,v fl+l 0

where A°° is the mxm matrix each of whose row s is a.

Since F(.) is non-degenerate , we have (from th e str i ct

positivity of the matrices P(v,t) for ‘U?1 , t’O and the positivity

of the entries P11 (0,t) for t~ O mentioned at the end of Section 2)

that the matrices A n~
’!
~A n (os)1 n~ l , are all strictly positive;

fur ther , the matrix A 0
’1Ct’A 0(CD ) is such that each of its diagonal

en tries is positive. This entails that the embedded Mar kov chain

with transition probability matrix Q(”) - w ith possibly some of

the states (l ,j) removed - is irreducible and aperiodic. We

shall conclude our Introduction to the GI/PH/l queue by recalling

(6] that th is queue is stable iff p O ~~ l , where o is (also) the

Invarian t probability vector of Ad!~
’ 
; A , and ~~

- z nA pe.
n~0 

‘~ n~ 1

______________________________________________________________  ~1
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b. The PH/G/l Queue:

By P H/ G/ l  we denote a G I /G /l queue In which the arrival

process is a PH-renewal process. Note that this queue is the

dual of the GI/PH /l queue defined above in that it may be

obtained by reversing the roles of inter - arrival times and

service times in the latter. The PH/G/l queue Is a sub - class

of the more general N/G/l queues studied by V. Ramaswa m i [8],

and we shall state below some basic properties concerning the

PH/G/l queue by particularizing results obtained in [83.

Let us assume that the arrival process is the PH-renewal

process with repre sentation (~~,T) and that the service time

c. d. f . is given by F(.). Defining 
~ 

to be the epoch of the n-th

departure (r 0= O), and and ~~~ to be respectively the queue

length (i.e., the number of customers in the system ) and the

phase of the arrival pro cess at it is easily seen that

~n ’
3n ’~ n+ l~~ n~~ 

n?0) i s a  semi -Markov sequence with state

space {O ,l ,...}~ {l ,...,m }x [0,co) and transition matrix

~~~~ ~i ( x )  C 2
( X )  . ..

A 0(x) A 1 (x) A 2(x) . . . . .
~(x) 0 A 0( x )  A 1 ( x )  . ..  ... , x~ O ,

0 0 A 0 ( x )  ... ...

where A~ (.). n~0, are as defined earlier In (a), and

~~(x)=fexp (Ty) .T 0A 0 .A ( x - y )dy , n~ O.

It is easily seen that the Markov chain defined by 
~~~
(o’ ) is

irreducibl e and ip eriodic. We recall from [8) that the PH/G/l 

-~. .- .A ~4
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queue is stable 1ff ~~~~~ . Fu r t h e r , - — ~~~ , where ~ Is the mean

of F(.). Is the traff ic intens i ty of the PH/G/l queue.

Basic to the discussion of the PH/G/l queue are the first

passage tim es from the ~et of states l~~{(l ,j): l~ j~ m~ to the

set of states O •t(0,~~): l~~j~~m ) which are governed by the matrix

~(x). x’0, whose (j,j’)-th entry Is the probability that starting

at (l ,J), the process enters the set 0 for the first time at or

before time x by visiting the state ( o , j ’ ) .  Defining the Laplace-

Stieltjes transform

G(s) !e X d~ (x), s~ 0, (3.1)
0

we have

Theorem 3.2:

(I) The matrix G (.) satisf ies thea matrix functional equation

G (s) Y A n ( s ) G
~
(s)

~ 
s>0 , (3.3)

n-0
where

A (s) fe~~~dA~ (~~)~ s> 0.

(ii) For s~ 0. there exists a uni que non -neg ative matri x G (s)

which satIsfies (3.3). For s~ 0, G(s) is analytic and can  be

written In the form (3.1) where the entries of G(.) are

(defective) probability mass -func tions.

(iii) The matrix G~G(0+), defined by continuity, is substochastic ,

and is the minimal solution in the class of substochastic

ma tr i ces of the matr ix funct i onal equa t ion

‘: ~~~ (3.4)
Fl C) 

-.-~-~~--~- --
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(Iv) I f ~~l , then G Is stochastic. If p> l , then at least one

component of Ge is less than one.

(v) For any s?O , G(s) is strictly positive and is the monotone

l i m i t  o~ the non-decreasing sequence (G e (s)) defined by
0

G (s) - 0
(3 . 5)

Gn+ 1 ( S )  = E A (s)G~ (s), n>0 )
v 0

Proof: All the results above follow from Theorem 2.2. 11 in [8]

which in turn is proven by Neuts [7] in a more general context

in the analysis of Markov Renewal Processes with t~(.) of the

form given above.

Remarks:

1. In view of the structure of 
~~

( . ) ,  we have ~ Iat 
~~
(.) also

describes first passages from the set i+ 1 {(i+1 ,j): l~ j~m)

to the set i= {(i ,j): 1~ j~m} for any i~ 0.

2. Note that the i-th entry of G(s)e is the Lap lace -St ieltjes

transform of the busy period starting with one customer and in

phase i.

3. Equation (3.3) generalizes Tak~cs ’ equation for the M/G/l

queue.

4. First Passage Times in a GI/PH/1 Queue

Consider the GI/PH/ 1 queue defined in Section 3a. By

level n we denote the set of states {(n ,1),...,(n ,m)}. The

principal objects of study of this paper are the first passage

times from n to n+k in the GI/’PH/l queue; these will be the

su bject matter of this section . In the sequel , we let for x ’0 ,

__________ - - - - ~ -———-- -
-
a. - ~~-

-~~
-- ~~~
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n ,k~ l , Dn n+k (x) denote the mxn i m atrix whose (i ,j)-th entry

O n n+k (i ,JI x) is the conditional probability that the process

enters n+k for the first time at or before x by visiting (n+k ,j)

given that it starts at level n and in phase i. We also define

the Lap la ce -St le ltjes transfor m

Dn n+k (S) - fe
~~~

dD
~~fl+ k (x).

Proposit ion 4.1 : For n:1 , k~ 2, we have

ô =Ô ~~ * *~5 ‘ 4 2n ,n+k n ,n+l n+ l ,n+2 n+k - 1 ,n+k ’
and

Df l f l ÷ k zD f l f l +l Dfl f l fl+2 0n+k -l ,n+k ’ (4.3)

where * in (4.2) denotes matrix convolution.

Proof: The transition from n to n+k can occur only along a path

of first passages from ii to nfl , from n+k -l to n + k .  Given

any sequence j1,... ,jk 1 t f 1 ,... ,m ) denoting the phases at the

epochs of such first entrances to n+1 ,... ,n+k - i , the duration

between these first entrance times are conditionally independent.

This is an immediate consequence of the Markov property at

transition epochs for the Markov Renewal Process de fined by

Q(.). Hence (4.2). (4.3) follows immediately.

Theorem 4.4: For n? l , s?0 ,

n-i
D~ ,~~ 1 (s)=A 0(s)+ ~ A~ ( s ) D ~~~~1 ~~1 (s)+ ~ A~ ( s ) A °°D 1~~~ 1 ( s )  ( 4 . 5 )

v l  v n

(where the second term in the right side is taken to be 0 when

n— 1).

Proof: Le t N denote the number of departures in the first 

_
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inter-arrival interval. Also let us denote by S the event

that the process enters n+i at or before time x and that the

phase at which it enters n+l is j. Then by a simple probabilist ic

argumen t, we have

P ( S , N v k 0 n ,J 0 1)

x
IP .4 ( 0,u)dF(u), i f  ~~C)
0 •‘

~~

~ k=i i k n
~ ’U+l~

n+i if i~ v~ n-l

x ~ m m
I E E P. (v ,u) z ~ + 

( k ,j;x—u )dF(u), if v n ,
O v=n ~=l k=l ,n 1

w hence

x n- l x m -fP 1
~~(O~u)dF(u)+ E

1 ~

~ x m m
+ E I E P j~~

(v , u )  E 
~k

Ô 1 ~1 (k ,i;x—u )dF(u ).
v=fl 0 &=l kal

Com puting the Lap lace-Stie ltjes transforms of these and putting

the result in matrix notation , we get (4.5).

From t he i r reduci bi l it y of 
~~

( . )  i t  I s  c l e a r  th at the ma tr i x

D~ ,~~ 1 (0) shou ld be stochastic. That this is Indeed the case Is

ver ified below by directly using (4.5).

Lemma 4.6: 01 ,2(0) is stochastic.

L _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _  _ _
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Proof: By (4.5),

01 ,2(0) 
= A 0

+ (A_A
0
)A00 01 ,2(O) (4.7)

or ,

A °°D (0)e A°°A e+A°° (A-A ) A 0 0 D  (0)e1,2 — 0— 0 1 ,2 —

Lett i ng A°°D1 2(0)~ =u~ , this yield s

u = (aA0e)+u-(aA 0e)u ,

and since aA 0e>O , u=1. Thus

A°°D 1 2 (0)r~. (4.8)

Now , multiplying (4.7) by e and using (4.8), we get

01 2 (0)! = A 0!+(A-A0)~. = 
~~~.

Theorem 4.9: For all n ,k?1 , Df l n +k (0) is stochastic. Also for

n~ 2, k�1 , Dn fl+k(0) is strictly positive.

Proo f: In view of (4.3) it suffices to prove the results for

k=1 . Le t n�1 and assume as inductive hypothesis that

D1 ,2(0),... ,D~~~~1 (0) are all stochastic. We now show that

Dfl+l ,fl÷2(O) is stochastic.

Using (4.5) and (4.3) it is easily seen that

[I
~
M]Dn+i n+2 (O) = A 0, (4.10)

where

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ,fl+l (0)

(wi th the second term on the right being 0 when n=1).

Now M~A 1 >>O , and Me=e~A 0e<ce. Thus the strictly positive

ma trix M has spectral radius n less than 1. That 

- -
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on+l ,n+2 (O)>>o , follows now from (4.10) by writing it as

D~~ 1 ,~~2(O) - M ’UA 0.

Let ~>>O be such that ~M ny , g e l .  Then from (4.10), we have

• 
(l_ n ).~

Dn+l ,n+2 (O)! - ~A0e

= ~(e-Me) (1-n )

and since nd , 
~
Dfl +1 fl42(0)~.

al . Thus D~+1 fl+2(O)!=!., and the

proof is complete by mathematical Induction.

Before concluding this section we list some simple but

use ful resul ts as

Pro position 4.11: Let

•(s) — .re SX dF (x), s> 0.
0 -

For a l l  s~ O , n ,k~ J ,

a) Df l f l +k (s)e~
e

b) D~~~+1 (s)!~s(s)~

c) Df l f l +k (s)e~
(,(s)} e

Proof: (a) is immediate from the definition of Dfl fl+k(.).

(b) is got by applying (a) In (4.5). Finally (c) is got by

applying (b) in (4.3).

5. The Duality Theorem

In this section we prove the following duality theorem

which generalizes the result of Heathcote [2] to the phase type

queues , di scusse d in Section 3.

LA.
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Theorem 5.1 (Duality Theorem):

Le t s>O be fixed. As n-’~~, the ma trices D~~~~1 (s) descr ibing

the first passage times from n to n+l in the GI/PH/l queue converge

to the matrix G(s), where G(s) is the unique non -negative

solu tion of the non -l inear matrix functional equation

G(s) ~ A~ (s)G
’U(s) (5.2)

v 0

and which des cribes the first passage times from 1 to 0 In the

dual PH /G/l queue. Further the limit G(O+ ) is stochasti c iff

p< l , i.e., 1ff the GI/PH/l queue Is unstable.

The lengthy proof of Theorem 5.1 is acc omplished in several

stages. In the ensuing discussion s>0 is assumed to be fixed .

Also we le t TTi~ D~~~~1 (s) and ~~~ 
D~~~~1 (s) deno te the matr i ces

whose res pec ti ve (i ,j)-th entries are TT~ii Dn ~~~~~~~~~~ 
and

n-*~u r n  D~ n+ l ’ ~~’~~ ’ From Propos ition 4.11(b) it is clear that
n-+~
these matrices are strictly substo chastic; further ,

O~]J.!~ D~ ,~~ 1 (s)~ fli D~~~~1 (s) (5.3)

Lemma 5.4: Define

M 1 (s) = A 0(s) 
- -

n nfl
M 

+ 
(s)=A (s)+ ~ A (s) IT M (s) , n>1n 1 0 

~~~~~~~ ~ k=n- v+2 k

where the matrix product is formed by taking the terms in

increasing order of the index k. Then
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(I) M e(s) is strictly substochast ic for every n~ l ,

(ii) Mn (s) Is en t rywise non-decreasing in n ,

H (iii ) L i m M~ (s).G(s)~ w here G(s) i s th e un iq ue solu ti on of

(5.2); the limit is taken entrywise.

Proof: It is obvious that M 1 (s) is stri ctly substochast ic.

Now , since E A (s)e<ce , there exist constants w(s)>0 and 6(s)’.O
v o  ‘U

such that w(s)+S (s)cl , ~~~~~~~~~~~~~~~ and  A 0(s)ec6 (s)e. No w ,

I
whence

e<<e.

In other words , M2(s) is also strictly substochastic , and clearly

M2(s)>M 1 Cs).

Now , assume as inductive hypotheses that M k (s)~
M k+u (s) and

M k÷l (s)e<ce , for l~ k~ n. We have ,

.+A~~1 (s)M2(s). ..M~~ 1 (s)}F
1A 0(s)

~[I-(A 1 (s)+A 2(s)M~ (s)+. . .+A~ (s)M2(s) . . ~M n (s)}]1A 0(S)

The inequality above is obtained by writing the inverse as a

power series , dropp Ing the term A~~ 1 (s)M 2(s)...M~~ 1 (s). and

using the Induction hypothesis M k (s)~
Mk+l (s), l~ k~ n. Furthermore ,

Mn+2 (s )e~~
E (A 1 (S)+A 2(S)M +1 (S)+ . . .+A~41 (s)M2(s). . .M ~ ÷ 1 ( s ) } V A 0 ( s ) e

6 s  e<<e
— l—w s — —

by using the substochastic of M2(s),. .. ~Mn+l (S) assume d as 

~~- --
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inductive hypoth esis.

Having proved statements (i) and (ii), at this point these

also Im p ly the ex i stence of Jim M~ (s)=M(s). So all that we need
n -~~~~

to prove is that M(s)=G(s). We have ,

—

~~E A ( s ) M ”~ 1 (s)

z A (s)M ’U(s)
v- 0

Letting n÷~ this yields

M(s) 
~ 

(5.5)

Also

Mn+m (S)>A o(s)+A 1 (s)M n+m (s)+~ 
+A (s)M

yields upon letting m÷~ , that

M(s) ~ ~~0
A~~~)M

’U
~~), for al l n~O.

Since the above inequality holds for every n ,

M(s) ~ E A (s)M ’U(s) (5.6)

Now , by (5.5) and (5.6),

• M(s) = Z A (s)M’U (s),
‘U=O ~

and i t follows that M(s)=G(s) by appealing to the uniqueness

of the solut ion to (5.2) stated in Theorem 3.2(u ).

Lemma 5.7:

J im D~ ~~1 (s) ~ G(s) (5.8) 
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Proof: It suffices to show that D +i ( s )
~
M n ( s )  for all n~ ln,n

where (M n (s)) are as in Lemma 5.4. Clearly, D1 2 (s )~ M 1 (s ) .

Assume as Induc ti ve hyp oth es i s tha t ~~~~~~~~~~~~~ for

n-J ,.. .,k-J . Then

Dk ,k+l
(s)11 [I_ (A

l (s)+A 2 ( s ) D k_ l ,k (s)+...+A k_ l ( s ) 02,k(s)}1
1A 0

( s )

=M k 
( s )

where the inequality is obtained by using the induction hypothe sis

and (4.3) in the series expansion of the inver se. The proof is
I

now complete by mathematical induction.

Lemma 5.9: Let

R ( s )  = liii D
fl -fm

T hen

R ( s )  ~ E A ( s ) R ’U (s )
‘U O ’U

Proof: For su fficiently large n and fixed N c n— l , we have ,
n-i

D~~~~1 (s ) A0(s)+ E A (s)D — ~~~~~~~~~ E A~ ( s )A ° ° D1 ~~1 (s) by (4.5)n ’ Uv 1  v n

N n- i
=A 0(s)+ z A (S)Dn_ ’U+l ,n+l (S)+ E A (s)D

v l  V v N+1 u

+ E A (S)A°°D 1, n+i (S)i
‘Uv=n

an d letting n+.,
P4 n-i

R (s )~ A 0(s ) + Z A~ ( s ) R ’U(s)+TTi~i E A (s)D +i ,n+i~~~ ’J V l  fl~~ ~~P4f~ 
‘U

for ,

E A ( s )A ° ° D 1~~~ 1 (s)—O.
fl-~ W ‘ U f l  ‘U

Li _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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Now lettIng N-’~ , we get

R ( s )  < z A ( s ) R ’U ( s ) ,
‘U O  ‘ U .

since,

n-l
a TTIiI TTiI~ E A~ ( s ) D ~~~~1 ~~1 (s)=ON-.~ n-~ v N + l

as is seen from the fact that
n-i

E A ( s ) D  +1 41 (s)e~ z A (s)e÷0 as P4+”.
v N+l ‘U n v ~~ v=N +l ‘U

Corollar y 5.10: Denoting the maximal elgenvalue of a non -negative

matrix C by sp(C), we have t ha t

sp[fli~ 0n n+ i~~~
j ~ sp [G(s)J (5.11)

Proof: By (5.3), (5.8) and the strict pos itivity of G(s), no te
that R(s)~.> 0. Let fl (s) be the spectral radius of

- 
- R(s)—fli D~~~~ 1 (s). and let x(s)>>0 be a right -eigenvector of

fl+~~
R(s) assoc iated with n (s). Then

n ( s )~ (s )  R ( s ) x ( s )

E A~ ( s ) R ’U ( s ) x ( s )  by lemma 5 .9
‘U_ C)

= E A ( s ) n ’U ( s ) x ( s )
‘U O  V

implying that

A *( n ( s ) ,s)x (S) ~ ri (s)x (s) (5.12)

where

A * (z ,s) = ~ A ( s ) z ’U , 0~z~ l
v 0

Let ~(z ,s) be the Perron -Frobenius eigenva lue of A*(z ,s ) .  Now
( 5 . 1 2 )  implies that

—-—----- 
- - -

~~
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~( n ( s ) ,s) ~ n ( s )  ( 5 .13 )

Now , for fixed s>O , a theorem due to J. F. C. Kin gman [3)

implies that the function log~ (e t ,s ) i s convex and decreas i ng
for t~O. Also G(s) Is the unique solution of equation (5.~~) w hence

I t follows that sp[G(s)] is the unique solution z0 of th~ equation

0<zcl ,
-toso tha t z0—e , where

— t
lo g[~ (e 0,s)]=- -t 0, t0>O. 
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y 

to 
_ _ _ _ _ _ _ _ _ _ _ _  t

y=1og~ (e t ,s)

Fi g u r e  1

L 
________________________________
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Setting sae
_ t* 

in equation (5.13), we obtain log~ (e
_t*

,s )~ _t*

which upon consideration of the graph in Figure 1 , implies that

t*,t0. This clearly is equivalent to the inequality

sp[R(s)]~ sp[G(s)], which we set out to prove .

Proof of Theorem 5. 1 : By Formulas (5.8) and (5.11), we have

sp[ lIm 0n n+l )J~ s s)J~ sP[TT~ D~~~~1 ( s ) ]
fl -ow f l - . G~

But by (5.3),

SP[J.J.I~I D n n + i (S))~ SP[TII Dn n + i (S)]•
fl -~~~ fl -.”

Thus we have

s p[ l i m D  n+l ) 5 P  (s) S1[’fl
~
i D n ~~~~~~

t 
n ~“ n+~

Since it~ 0~ ~~1(s)~ TTi~ D~~~÷1 s). and both are irredu cible non-
fl -.~~

negative matrices , their spectral radii can be equal only if the

inequality is actually an (entrywise) equality [1]. This proves

the existence of u r n  D~ p41 (s). A lso (5.8) anr’ the fact that
n+~

sP[G(s)]asp[11m D~~~~1 (s)] implies that u r n
n+~ 

- - - - ~~- -
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